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Abstract

Turbulent natural convection in a vertical parallel plate channel has been investigated both experimentally and numerically. The
experimental channel is formed of a uniform temperature heater wall and an opposing glass wall. A fibre flow laser doppler anemometer
(LDA) is used to measure velocity profiles along the channel. Simultaneous velocity and temperature profile measurements are made at
the channel outlet. A commercial computational fluid dynamics (CFD) code is used to simulate heat transfer and fluid flow in the channel
numerically. The code is customised building in some low Reynolds number (LRN) k–e turbulence models. The numerical method used
in this study is found to predict heat transfer and flow rate fairly accurately. It is also capable of capturing velocity and temperature
profiles with some accuracy. Experimental and numerical data are presented comparatively in the form of velocity, temperature, and
turbulent kinetic energy profiles along the channel for a case. Correlating equations are obtained from the numerical results for heat
transfer and induced flow rate and, are presented graphically comparing with other studies available in the literature.
� 2007 Elsevier Ltd. All rights reserved.
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1. Introduction

Natural convection is a preferable heat transfer method
wherever possible due to its simplicity, reliability, and cost
effectiveness. Natural convection heat transfer and fluid
flow in vertical parallel-plate channels are relevant to a
wide range of heat exchange applications such as cooling
of electronic equipment, solar collectors and passive solar
heating and ventilation of buildings, and heat removal in
nuclear technology [1–5]. Heat transfer and fluid flow pro-
cesses of natural convection in vertical parallel-plate chan-
nels may take place under laminar or turbulent flow
regimes depending on the geometrical size and thermal
parameters. Laminar natural convection in vertical paral-
lel-plate channels has been the focus of extensive investiga-
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tion for many decades due to its wide applicability. It has
been studied using experimental, analytical, and numerical
techniques [6–11]. The literature covers a wide range of
geometrical and thermo-physical aspects of the problem
such as the edge effects, interactive convection and radia-
tion, channel aspect ratio, effect of channel wall conductiv-
ity, effect of a vent on the channel wall, variable fluid
property, and flow reversals [12–23].

Contrary to the extensive research literature on laminar
natural convection in vertical parallel-plate channels and
considerable amount of research on turbulent natural con-
vection along a single vertical plate [24–29], the number of
studies reported on the turbulent natural convection in ver-
tical parallel-plate channels is very limited. The pioneering
and most cited experimental work of Miyamoto et al. [30]
is an important contribution to the understanding of turbu-
lent natural convection in asymmetrically heated vertical
parallel-plate channels. They considered uniform wall heat
flux heating mode only and presented correlating equation
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Nomenclature

b channel width
Cl, Ce1; Ce2 LRN k–e model constants Eqs. (6), (7)
cp specific heat (j/kg K)
fl, f1, f2 LRN k–e model functions Eqs. (6), (7)
g gravitational acceleration
G production of k due to buoyancy Eq. (9)
Gr Grashof number Eq. (16)
h heat transfer coefficient (W/m2 K)
H channel height (m)
k turbulent kinetic energy (m2/s2)
m mass flow rate (kg/s)
Nu average Nusselt number Eq. (18)
p pressure
pm pressure defect
P production of k due to shearing Eq. (8)
Pr Prandtl number
qc heat convected from the unit area of the heated

wall of channel (W/m2)
Ra Rayleigh number Eq. (17)
Re Reynolds number Eq. (15)
Ret turbulent Reynolds number Table 1
Rey turbulent Reynolds number Table 1
t time
T temperature
Tu turbulence intensity Eq. (13)
u, v x, y components of velocity
x, y Cartesian coordinates
y+ dimensionless coordinate, as given in Table 1
X dimensionless streamwise direction (x/H)

Greek symbols

b thermal expansion coefficient
e dissipation of turbulent kinetic energy
j Von Karman coefficient
k thermal conductivity
l dynamic viscosity
lt dynamic turbulent viscosity Eq. (7)

m kinematic viscosity
mt kinematic turbulent viscosity
q density
rt turbulent Prandtl number
rk Prandtl number of k

re Prandtl number of e

Subscripts

ave averaged quantity
c convective or convected, channel, case
exp experimental value
f front
h heated
num numerical value
w quantity at the wall
0 quantity at the inlet
1 ambient quantity, reference quantity
e quantity referring to the dissipation of turbulent

kinetic energy
k quantity referring to turbulent kinetic energy
t quantity referring to turbulence

Superscripts
0 fluctuating quantity
– time averaged quantity

Abbreviations

CFD computational fluid dynamics
DA Davidson turbulence model, or numerical re-

sults obtained using it
LDA laser-doppler anemometry
LRN low Reynolds number
TH To and Humphrey turbulence model, or numer-

ical results obtained using it
LB Lam and Bremhorst turbulence model, or

numerical results obtained using it
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for heat transfer applicable at the fully turbulent region of
the channel. Al Azzawi [2] carried out experiments on a
similar channel for both uniform wall heat flux and uni-
form wall temperature and presented correlation for heat
transfer. Pederson et al. [4] reported experiments on an
asymmetrically heated vertical parallel-plate channel with
unheated inlet and insulated outlet sections. They exam-
ined high heat fluxes and did not publish experimental
data. Fraser et al. [31] reported turbulent natural convec-
tion velocity profile measurements in an asymmetrically
heated vertical channel. La Pica et al. [32] reported the
results of an experimental study on an asymmetrically
heated vertical parallel-plate channel with horizontal inlet
and outlet. They considered uniform wall heat flux and pre-
sented correlations for average Nusselt number, and Rey-
nolds number based on the average inlet velocity and
channel width. Cheng and Müller [33] studied turbulent
natural convection coupled with radiation in large vertical
channels experimentally and numerically. The channel con-
sidered had a cross-sectional aspect ratio changing between
0.5 and 1.0 rendering three-dimensionality effects. The
heated wall had two emissivity values of 0.4 and 0.9. The
channel walls were thermally insulated from the ambient.
The most recent experimental study of turbulent natural
convection in a vertical flat plate channel was carried out
by Habib et al. [34]. They present profiles of vertical com-
ponent of mean velocity and its rms for only two experi-
mental cases that are conducted for symmetric and
asymmetric heating with uniform wall temperature. The
asymmetric heating case they had considered was created
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Fig. 1. Schematic diagram of the flow channel.
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by heating one wall 10 �C above the ambient temperature
and cooling the opposing wall 10 �C below.

Turbulent natural convection in asymmetrically heated
vertical parallel-plate channels has also been the focus of
some numerical studies. Sohn [3] carried out an extensive
numerical study of turbulent natural convection in asym-
metrically heated vertical channel for the uniform wall heat
flux heating mode, presenting correlation equations for
heat transfer and fluid flow. Fedorov and Viskanta [35]
studied turbulent natural convection in a vertical parallel-
plate channel numerically, considering both uniform wall
heat flux and uniform wall temperature. They presented
correlations for average heat transfer and produced scaling
relations for induced mass flow rates and average heat
transfer.

The literature cited indicates that, however limited,
majority of the reported studies on turbulent natural con-
vection in asymmetrically heated vertical parallel-plate
channels consider uniform wall heat flux. The only detailed
study carried out using uniform wall temperature heating is
by Al Azzawi [2]. But, it does not present data regarding
turbulent flow field other than mean velocity profiles.
There is still a need for experimental data in the literature
regarding turbulent flow field characteristics such as veloc-
ity, temperature, turbulent kinetic energy, and Reynolds
stress profiles in turbulent natural convection along vertical
channels. Additional experimental data will be highly valu-
able in understanding of turbulent natural convection
processes in vertical channels and in the validation of
numerical techniques.

This paper presents part of a detailed experimental and
numerical study on turbulent natural convection of air in
an asymmetrically heated vertical parallel-plate channel
formed by a uniform wall temperature heated wall and
an opposing glass wall [1]. The objective is to contribute
to the understanding of turbulent natural convection pro-
cesses in vertical channels and provide experimental data
for the validation of numerical techniques. Velocity and
temperature flow field measurements are performed. Tur-
bulent natural convection in the channel is simulated
numerically considering three different LRN k–e turbulence
models. For a selected case, experimental and numerical
velocity, temperature and turbulent kinetic energy profiles
along the channel are presented comparatively, to indicate
how the flow develops and how accurately the flow field
can be predicted by numerical techniques. Performances
of the three LRN k–e turbulence models used in this study
are also compared. Correlations for the induced flow rate
and average heat transfer rate are presented.

2. Experimental study

A channel is built to carry out the experimental part of
this study. Air velocity and temperature profile measure-
ments were made inside the channel at different elevations.
Surface temperatures were also monitored at the channel
walls. The channel, instrumentation, experimental proce-
dure, and the uncertainty of experimental data are
explained in detail as follows.

2.1. The flow channel

A schematic diagram of the experimental channel used
in this study is shown in Fig. 1. The channel is formed by
an aluminium heater wall, an opposing glass wall and woo-
den and perspex sidewalls. The heater wall was designed
such that uniform wall temperature boundary condition
can be obtained. No direct experimental thermal boundary
condition has been planned for the glass front wall. How-
ever, it can be heated above the ambient temperature by
thermal radiation from the heater wall. Thus, the heater
wall needed to be built such that thermal radiation it emits
is negligibly low. Therefore, the aluminium plate forming
the heater wall surface has been polished carefully so that
the surface quality with a very low emissivity, as given in
the literature, could be obtained. Thermal radiation calcu-
lations were also performed for the system of heater wall,
glass (front) wall, and the ambient for the temperature
range of the experimental cases of this study. The results
indicated that the temperature of the glass wall is raised
slightly above the ambient temperature by 2–7 �C depend-
ing on the experimental case considered. Preliminary exper-
iments were carried out to validate calculations. The
experimental surface temperature data of the glass wall
are found to be in close agreement with the calculated
values.
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The heater wall is consisted of 6.35 mm thick, 1 m wide,
and 3 m high carefully polished aluminium plate. Nine ser-
pentine shaped graphite heating elements were fitted on the
back surface of the aluminium plate and the heating ele-
ments were backed with 25 mm thick sheets of ceramic
fibre insulation material (Triton Kaowool) which were in
turn supported by 19 mm thick plywood boards. A thin
sheet of the same insulating material was used to electri-
cally isolate the heating elements from the aluminium
plates. The heating elements, each covering area of
0.98 m by 0.3 m were powered via four manual voltage reg-
ulators. Three 1.01 m wide, 4 mm thick sheets of plate win-
dow glass were held in a metal frame to form the front wall.
One transparent side wall was formed by a 8 mm thick 3 m
long perspex and the opposite side wall by a 10 mm thick
by 3 m long wooden board. Different widths of sidewalls
were fabricated for use with each channel width. Teflon
coated Cu-Const. thermocouples were fitted on the surface
of aluminium plate to monitor wall surface temperature.
Thermocouples were located at 0.3 m intervals at the cen-
tre-line of the plate and four thermocouples were posi-
tioned halfway between the centre-line and the sidewalls
at x = 1 m and x = 2 m heights. Three thermocouples were
fitted on to the inner surface of the glass wall at x = 0.8 m,
1.8 m and 2.4 m to measure surface temperatures. The
channel was mounted on a steel frame that was supported
by a frame of scaffolding structure holding the channel inlet
at 0.5 m above the floor. The channel assembly was posi-
tioned next to one wall of a large laboratory and was sur-
rounded by a 4 m high open-topped hardboard enclosure
leaving more than 1 m gap around the channel. A door
on one side of the enclosure provided access. The main pur-
pose of the enclosure was to reduce effects of external
draughts and to comply with the laser safety regulations.

2.2. Instrumentation

A DANTEC two component fibre flow LDA system
was used for the velocity measurements. The system com-
prised an Ar-Ion laser source, transmission optics, a remote
probe, 20 m long fibre-optic cable, and two DANTEC 57
N 10 burst spectrum analysers along with data acquisition
and control software. In this study, silicone oil is used as
seeding substance. A seeding generator producing an aero-
sol of silicon oil with an average particle size of 5 lm was
used. The slip velocities resulting for this particle size were
calculated to be less than 2 mm/s that is negligible for the
flow under consideration. The silicon oil aerosol from the
seeding generator is fed into a 1 m long 30 mm diameter
perspex tube with closed ends. Holes of 2 mm are drilled
in this tube to create seeding jets. The tube is placed on
the floor beneath the channel. Velocities along the axis of
the seeding jets are measured and found to be below
50 mm/s. The flow is continuously seeded since the seeding
jets placed 0.5 m below the channel inlet were judged not to
influence flow compared to any unavoidable draughts in
and around the enclosure.
A temperature data acquisition system was designed,
built and used for the measurement of air temperature
inside the channel. The system consisted of a temperature
probe, data acquisition board, a signal conditioning unit
and a host computer. The temperature probe was fabri-
cated by sliding a pair of 25 lm diameter Cromel-Alumel
thermocouple wires into a 300 mm long 0.5 mm diameter
steel tube. The wires were butt jointed on one end to form
the bead and connected to a K type plug fixed on the other
end of the tube. The exposed length of thermocouple wire
is 5 mm long and epoxy resin is used to fix the wires
at the end of the tube. A signal conditioning unit for the
thermocouple signal was manufactured. The signal is first
linearised and pre-amplified by an AD 595 K type thermo-
couple amplifier with cold junction compensation. The sig-
nal is then fed into the second amplification circuitry that
allows the signal to be amplified to the input range of the
data acquisition board. Before the temperature signal is
connected to the data acquisition board, it was first low-
pass filtered with 100 Hz cut-off frequency and then the
50 Hz component was removed by a notch filter to elimi-
nate the noise from the mains electrical supply. The tem-
perature probe was connected to the signal conditioning
unit by a 5 m long twisted-pair thick thermocouple wire
of the same type as used for the probe. The data acquisition
board has 12 bit analogue to digital, digital to analogue
(AD/DA) conversion capability along with some other
functions. The board was used in monopolar mode so that
the highest resolution could be exploited. A Turbo Pascal
programme was developed for air temperature data acqui-
sition. The sampling rate used for temperature data acqui-
sition is 100 Hz. The synchronisation of the temperature
and velocity were achieved via a connection between the
clock-reset line of the BSA synchronisation bus and tem-
perature data acquisition system. When the reset signal
from the BSA is detected, the programme starts tempera-
ture reading. Surface temperature thermocouples were con-
nected to a temperature measurement device (CIL TA 880)
via a manual multiplexer. The device has a resolution of
0.1 �C and allows direct temperature reading for different
type of thermocouples. End to end calibrations were per-
formed for both the air temperature probe and surface tem-
perature thermocouples with respect to ice point and the
boiling point of water.

Separate traversing mechanisms were used to traverse
the velocity and temperature probes. A two-dimensional
computer controlled traversing mechanism is used to tra-
verse the optical probe across the channel. The traversing
mechanism was located on a platform. To position the
optical probe in vertical measurement locations the plat-
form was mounted on a 4 m high pillar structure of scaf-
folding tubes incorporating sliding supports such that it
could be moved vertically. The platform could thus be
located and firmly clamped at the desired vertical location.
The cross-channel traversing was controlled from the data
acquisition card used for the temperature probe. The tra-
versing mechanism had a minimum movement of 10 lm.
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The DANTEC 57G15 traversing mechanism was used for
temperature probe traversing.

A close circuit TV system was used to view the travers-
ing of the probes. The camera was mounted on the velocity
probe traversing mechanism in-line with the laser beam so
that the position of probes could be viewed while traversing
the probes. The monitor was in the room where the LDA
system and computers were accommodated.

2.3. The experiments and experimental procedure

The heater plate power supply was switched on and the
surface temperatures, ambient temperature were moni-
tored. It took approximately 2–3 h for the temperatures to
stabilise and steady state conditions to be achieved.
Approximate voltage levels for each heater group were
determined for different wall temperatures by trial and
error. Over the surface of the heated wall, the prescribed
uniform temperature could be maintained within ±2 �C.
Beam separation size of the optical probe prevented mea-
surements being made at the centre-line of the channel.
Measurements were made 100 mm away from the centre-
line. The laser beams could not be set exactly parallel to
the surface. The probe required to be tilted by approxi-
mately 6–8� with respect to the wall. Corrections to velocity
readings were made through software to account for the
effect of tilt angle. In order to set the traversing position
the probe was traversed to the wall, (heated or front wall),
far enough to eliminate backlash and then moved away
from the wall while observing the signal on the oscilloscope.
When the centre of the optical probe volume is at the surface
of the wall, the signal on the oscilloscope is that of the opti-
cal noise due to reflection from the wall. The probe was tra-
versed very slowly away from the wall toward the centre of
the channel monitoring the signal on the oscilloscope. When
the amplitude of the signal (noise) was a maximum, the posi-
tion was assumed to be the wall surface. From that position
the probe was moved to the first measurement location. The
temperature probe was located 1 mm above the optical mea-
suring volume. To set the position, at the first measurement
location, the thermocouple bead was submerged into the
optical probe volume that gave a sudden rise of temperature
due to heating by the laser beam. When this condition was
obtained the temperature probe was raised back 1 mm
above the optical probe before any reading was taken.
The procedure was repeated for both walls. Making a pro-
file reading across the channel took 4–6 h. Surface temper-
atures were monitored throughout the experiments and
small adjustments were made in order to maintain the pre-
scribed surface temperature. The measurements were car-
ried out for a specified set of parameters under the same
ambient conditions as closely as possible.

2.4. Uncertainty of the experimental data

An uncertainty analysis is carried out to determine the
level uncertainty the measurements. Typical uncertainties
are calculated to be 0.022 m/s for the mean velocity,
0.2 �C for the flow temperature, 0.9 �C for the surface tem-
perature. Typical relative error for heat transfer and
induced mass flow rate are 10.0% and 7.0%, respectively.
Details of uncertainty analysis are given in Ref. [1].

3. Numerical study

Turbulent natural convection heat transfer and fluid
flow inside the channel considered in this study have been
simulated using the finite volume based commercial CFD
code PHOENICS, version 1.66. The code is customised
building in some LRN k–e turbulence models. The models
employed in this study are Lam and Bremhorst LRN k–e
Model (LB) [36], To and Humphrey LRN k–e Model
(TH) [37] and Davidson LRN k–e Model (DA) [38,39].
The models of TH and DA were developed considering
natural convection flows whereas the LB model was devel-
oped for forced convection flows.

3.1. Modelling assumptions and problem formulation

The flow through the channel, shown in Fig. 1, is
induced entirely by buoyancy. One wall of the channel is
maintained at a uniform constant temperature while the
opposing wall is kept adiabatic. Air is drawn into the chan-
nel at the inlet under the ambient conditions of P1, T1,
q1, and the heated fluid is discharged into the ambient at
the outlet. The ambient is quiescent, thus no thermal
mixing of inlet and outlet of the channel takes place. All
transport processes take place at steady state and are
two-dimensional. The fluid is air with Pr = 0.7. The prop-
erties of air are constant except density. The density
changes only with temperature and obeys the ideal gas
law. Thermal radiation is neglected. The flow within the
entire channel is turbulent. It is expected that the flow will
start as laminar in the inlet region of the channel undergo-
ing transition and becoming fully turbulent downstream,
depending upon the thermal and geometric parameters.
The completely turbulent flow assumption, however,
appears sensible due to the lack of transition criteria. The
measurements made in this study suggest some level of tur-
bulence at the channel inlet. The time averaged continuity,
momentum and energy equations along with turbulence
model equations can be written as follows.

Continuity equation

oð�q�uÞ
ox
þ oð�q�vÞ

oy
¼ 0 ð1Þ

x component of momentum equation

ð�q�uÞ o�u
ox
þ ð�q�vÞ o�u

oy
¼ � o�pm

ox
þ ð�q� q1Þg

þ o

ox
ðlþ ltÞ

o�u
ox

� �
þ o

oy
ðlþ ltÞ

o�u
oy

� �
ð2Þ
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y component of momentum equation

ð�q�uÞo�v
ox
þð�q�vÞo�v

oy
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þ o

ox
ðlþltÞ

o�v
ox
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In Eqs. (2) and (3), �pm is pressure defect defined as
�pm ¼ �p � p1, which has been commonly used by previous
investigators [8,15,21]. In this definition, �p is the pressure
of fluid at a point inside the channel, and p1 is pressure
of the fluid at the same point in the channel if the temper-
ature were uniform at the ambient temperature, T1, within
the entire channel.

Energy equation
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LRN k–e turbulence model equations
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G ¼ b
lt

rt
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In the above equations lt is turbulent dynamic viscosity, P

and G are the production of turbulent kinetic energy due to
shearing and buoyancy respectively. Cl, Ce1, and Ce2, are
model constants and rt, rk, re are turbulent Prandtl num-
ber defined for the relevant variable. The values of the
model constants for all models considered are Cl ¼ 0:09,
Ce1 ¼ 1:44, Ce2 ¼ 1:44, rt ¼ 0:9, rk ¼ 1:0, re ¼ 1:3. fl, f1,
Table 1
Functions of the low Reynolds number k–e turbulence models

Model fl f1

LB ð1:0� expð�0:0165ReyÞÞ2 1:0þ 20:5

Ret

� �
1:0þ 0:05

fl

�
TH exp

�2:5

1:0þ 0:02Ret

� �
1.0

DA exp
�3:4

1:0þ 0:02Ret

� �
1þ 0:14

fl

� �

Ret ¼
k2

me
; Rey ¼

y
ffiffiffi
k
p

m
;

f2 are the LRN k–e turbulence model functions to account
for the wall damping. The definitions of the model func-
tions depend on the model employed and are given in Table
1 along with the wall boundary conditions of e for the
turbulence models considered in this study.

3.2. Boundary conditions

At the channel inlet, the ambient fluid accelerates from
rest to the induced velocity, u0, as the fluid inside the chan-
nel rises due to heating. Since the ambient is quiescent,
there exists a pressure defect, �pm, to account for this effect.
The boundary conditions used at the inlet for velocity and
pressure are given in Eq. (10). However, u0 is not known
prior to the solutions. It is obtained, along with the values
of other variables in the flow field, from solution of the
governing equations applying the boundary conditions
set out in the following:

�v ¼ 0; �u ¼ �u0; �pm0
¼ � 1

2
�q0�u2

0 ð10Þ

Temperature of the incoming air at the inlet is set equal to
the ambient temperature. The values of k and e at the inlet
are calculated from Eqs. (11) and (12).

k0 ¼
3

2
ðTu0Þ2ð�u0;aveÞ2 ð11Þ

e ¼ e0 ¼ C3=4
l

k3=2
0

jb
ð12Þ

where Tu0 is the turbulent intensity at the inlet and given
by,

Tu0 ¼
u02 þ v02 þ w02

3

� �1=2
,
ð�u0;aveÞ ð13Þ

j is the Karman coefficient and its value is 0.41.
At the outlet of the channel, the pressure defect is equal

to zero as given in Eq. (14).

�pm ¼ 0 ð14Þ

At the walls no-slip boundary condition is applied for
velocity and the values of k is set to zero. The boundary
condition of e at the wall is taken as it is listed in Table 1
for the respective turbulence model. The prescribed uni-
form temperature is used as thermal boundary condition
f2 ew�3 1:0� exp �Re2
t

� �� 	
oe
oy
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1:0� 0:3 exp �Re2
t

� �� 	
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t

� 	
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� �2

3

1:0� 0:27 exp �Re2
t
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ð1� exp½�Rey �Þ
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yþ ¼ y=mðmou=oyÞ
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at the heated wall with molecular diffusion transport. The
molecular transport approach is implemented by selecting
the sizes of the first one or two cells of the computational
domain such that they remain in the viscous sub-layer that
is proposed by George and Cap [29].

3.3. Numerical algorithm, solution technique and the
solutions

A customised form of the commercial CFD code PHOE-
NICS version 1.66 is used in this study to carry out numer-
ical analysis. PHOENICS iteratively solves linear algebraic
equations resulting from finite volume discretisation of the
governing partial differential equations. The unknown pres-
sure field poses a difficulty in the numerical solution of the
momentum equations to produce velocity components.
There is no equation for the pressure, unlike the velocity,
energy, etc., that it can be calculated from. The pressure cor-
rection process along with the solution procedure is known
as the SIMPLE algorithm [40]. Patankar [40] explains a
revised form of it, the SIMPLER algorithm. However,
PHOENICS uses another variant called SIMPLEST [41].
The hybrid scheme is used for the discretisation of convec-
tive-diffusive transport. The staggered grid approach was
taken for the discretisation of momentum equations. The
overall procedure regarding numerical algorithm and the
solution technique are explained by Spalding [42,43], and
Ludwig et al. [43] in detail. Preliminary computations were
carried out to determine the best grid size, grid pattern,
and convenient values of the solution control parameters.

One of the uniform wall temperature experimental cases,
the case with T w ¼ 100 �C and b/H = 1/30, of Ref. [1] was
chosen as the test case. The average of the turbulent kinetic
energy measured at the first elevation was used as a uni-
form boundary condition for the test cases. A grid sensitiv-
ity analysis of the numerical solutions has been carried out
considering all three LRN k–e turbulence models, compar-
ing heat transfer and induced mass flow rates with experi-
mental results. Sensitivity of the solutions to the grid
pattern and grid size in the streamwise direction was negli-
gibly low for all three models. In the cross-stream direction,
however, the model of DA was found to be sensitive to the
number of grids and grid pattern, requiring finer grid near
the walls. It produced heat transfer results that differed by
as much as 13% and flow rate results by almost 4% for
coarser grids. Both heat transfer and mass flow rate result
discrepancies for the other two models were within a band
2% for the same range of grid pattern and size. Different
grid sizes and grid patterns were selected for each LRN
k–e turbulence model. Convergence to a solution was deter-
mined by checking overall balances of mass and energy.
When the inflow and outflow mass flow rates were equal
within a limit and the overall balance of energy was satis-
fied, the run was assumed to have converged. All of the
cases were run to converge to the same level of residuals.
Details of grid dependency analysis and convergence crite-
ria are given in Ref. [1]. The effect of turbulent kinetic
energy boundary condition at the inlet is also investigated.
For this purpose, calculations are made applying a uniform
k at the inlet as 0.5 and 0.25 multiples of the measured
average. A variable k at the inlet is also considered by
applying the measured profile of k at the first elevation as
the inlet boundary condition. Although not presented here,
the results indicate a considerable sensitivity of heat trans-
fer and induced flow rate by a reduction of almost 10% in
the estimated heat transfer [1].

Final calculations were made for all the experimental
cases and additional cases outside the experimental range.
The average of the turbulent kinetic energy measured at
the first elevation was used as a uniform boundary condi-
tion for all the numerical cases corresponding to the rele-
vant experimental case. The numerical cases outside the
experimental range, however, are run applying 10% turbu-
lence intensity at the inlet. This is assumed to be reasonable
approach as measured turbulence intensity at the inlet for
the test case is 13%. The value of turbulent kinetic energy
at the inlet for these cases is calculated using Eq. (11).
The value of �u0;ave which is used in Eq. (11) to compute
the inlet value for turbulent kinetic energy is determined
from the empirical correlation given in Eq. (19). The con-
stants for this correlation are listed in Table 3.

4. Results and discussion

Velocity profile measurements across the channel for
five cases are carried out at five different elevations along
the channel. At the highest elevation, nearest to the outlet,
both velocity and temperature were measured simulta-
neously. For the experimental cases, the channel width is
set to 0.1 m. The wall temperatures are set to the values
of 60, 75, 90, 100 and 130 �C in turn. For the case with
130 �C wall temperature, the channel with is set to 0.15 m
and velocity profile measurement is made at the first eleva-
tion near the inlet. This has provided a wide enough range
for the correlation of induced flow rate from the experi-
mental data. Turbulent kinetic energy profiles are also cre-
ated for all the velocity profile elevations. Average heat
transfer from the channel and induced mass flow rates
are calculated from the experimental data. Numerical cal-
culations are made for all the experimental cases and addi-
tional cases outside the range of the experimental cases.
The Ra(b/H) range covered by numerical calculations
changed between 5944 and 856,196. The results of experi-
mental and numerical study are presented below compara-
tively. The inner surface temperature of the glass wall has
been measured at three vertical locations during the exper-
iments and presented in graphical form.

4.1. Heat transfer and induced flow rate

The experimental and numerical heat transfer and
induced flow rate data are presented in Table 2 for all the
cases and turbulence models considered. Numerical results
are listed as divided by experimental values. Considering



Table 2
Comparison of experimental and numerical heat transfer and flow rate

Tw (�C) Experimental LB TH DA

qc; exp (W/m2) mexp (gr/s) qc;num

qc; exp

mnum

mexp

qc;num

qc; exp

mnum

mexp

qc;num

qc; exp

mnum

mexp

60 144.8 59.87 0.95 1.12 1.18 1.10 1.03 1.10
75 219.2 67.38 0.94 1.13 1.17 1.12 1.02 1.12
90 304.6 79.20 0.92 1.06 1.15 1.05 1.00 1.05

100 360.3 85.41 0.92 1.07 1.16 1.04 1.00 1.03
130 553.1 106.17 0.90 0.97 1.14 0.97 0.98 0.96
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relative errors of 10.0% and 7.0% for heat transfer and mass
flow rate respectively. Table 2 indicates that the numerical
technique performs well in predicting heat transfer and
induced flow rate. The LB LRN k–e Model underestimates
heat transfer by as much as 10% of the experimental value
while overestimating induced flow rate by up to 13%. The
TH model on the other hand, over estimates heat transfer
by as much as 18% and induced flow rate by up to 12%.
The DA model performed similar to the other models as
far as flow rate is concerned. However, it predicted heat
transfer within a limit of ±3% of the experiments. In all
models mass flow rate is over estimated for all experimental
cases except at the highest wall temperature case where all
models under estimate. The heat flux from the heater wall
due to thermal radiation was calculated and compared with
the experimental convective heat flux from the channel. It
was found equal or less than 7% of the convective flux for
all experimental cases, which is below the experimental heat
flux uncertainty of 10%. Thus neglecting of thermal radia-
tion in the simulations is justified.
4.2. Surface temperature distribution on the glass wall

Temperature distribution at the inner surface of the
glass wall has been measured during the experiments. The
measurements were made at three vertical locations,
x = 0.8 m, 1.8 m and 2.4 m. The results are presented in
Fig. 2 graphically for five cases. They indicate that glass
wall is slightly heated above the ambient temperature
20.0

22.0

24.0

26.0

28.0

30.0

0.00 0.20 0.40 0.60 0.80 1.00

X

T
w

,f 
[C

]

Tw = 60˚ C

Tw = 75˚ C

Tw = 90˚ C

Tw = 100˚ C

Tw = 130˚ C

Fig. 2. Experimental temperature distribution at the inner surface of the
glass wall.
which was between 22 �C and 23 �C for all the cases. The
average of the measured wall temperature has been calcu-
lated. It changes between 2.1 and 5.0 �C depending on
the experimental case, the lower value pertaining to the
case with the lowest heater wall temperature. They are also
in good agreement with previously mentioned calculated
wall temperature range of 2.0–7.0 �C considering thermal
radiation.
4.3. Velocity, temperature and turbulent kinetic energy

profiles

The natural convection flow along a vertical channel
similar to that of the present study is expected to start lam-
inar at the inlet in the absence of any disturbance, undergo
transition and finally become fully turbulent near the outlet
depending upon the geometrical size and thermal parame-
ters. In the present study, no measure has been taken to
minimise possible disturbances that may be introduced to
the flow at the inlet edges of the experimental channel.
Experimental velocity profiles for the case with T w ¼
100 �C are presented in Figs. 3–5 comparatively with
numerical velocity profiles obtained for all three LRN k–
e models. In order to avoid ambiguity, the profiles of each
turbulence model are given on a separate diagram. Exper-
imental velocity profiles in the figures indicate that the flow
starts almost uniform near the channel inlet with only a
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Fig. 3. Experimental and numerical velocity profiles, T w ¼ 100 �C, LB
model.
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slight distortion towards the heated wall. Downstream
through the channel a clear velocity peak develops near
the heated wall. The peak is most obvious in the three inter-
mediate profiles. Near the channel exit, the velocity peak
weakens and the profile becomes smoother indicating diffu-
sion of momentum across the channel towards the front
wall. The profiles bear the hallmarks of a developing flow.
The numerical velocity profiles obtained using three LRN
k–e models follow up the experimental profiles to some
degree of accuracy, the profiles near the inlet and outlet
are best captured. All three models fail to capture the peak
near the wall well enough, but develop peaks consistent
with the experimental profiles, more emphasised by the
models of TH and LB. Another important feature of the
numerical profiles is that the profiles at X ¼ 0:5 and
X ¼ 0:63 develop peaks with velocities higher than the
experimental values. This is consistent with the results
given in Fig. 6 of Ref. [35]. The models of TH and DA pro-
duce steeper velocity profiles in the middle to upper half of
the channel, especially for X ¼ 0:5 and X ¼ 0:63. In all, TH
and DA models are better in capturing the flow develop-
ment along the channel compared to LB model. TH model
predicts slightly higher values of velocity. The DA model,
however, predicts the velocity better overall and best at
the uppermost elevation.

Non-dimensionalised temperature profiles near the out-
let of the channel for the same case as for the velocity pro-
files are shown in Fig. 6. The experimental temperature
profile has essentially zero gradient at the glass wall. The
air temperature profile for the other experimental cases
near the channel outlet, however not presented here, also
exhibit the same character. Although there are no temper-
ature profile measurements upstream, the profiles near the
channel outlet have zero gradients at the glass wall. Con-
sidering the values and downstream trend of experimental
surface temperature data of the glass wall, Fig. 2, similar
profiles may also be expected at the upstream locations
as well. Under the circumstances, considering the front
(glass) wall as adiabatic in the simulations is justified very
well. TH model predicts temperature very well near the
heated wall, though it over-predicts the values in the rest
of the channel. The other two models, LB and DA, under-
estimate the temperatures near the heated wall while
predicting very well in the remaining of the channel.

In the calculation of turbulent kinetic energy, the z

direction component has been taken as equal to the y direc-
tion component since there has not been any velocity mea-
surement in z direction. Although this may have resulted in
slightly higher values of k since the magnitude of velocity
fluctuations in this direction are expected smaller than
those in the other directions; this can still be considered a
reasonable approach. The averages of x and y direction
components of turbulent kinetic energy across the channel
width has been calculated from the experimental data. The
ratio of cross component to streamwise component are cal-
culated to be 0.55, 0.38, 0.15, 0.17 and 0.23 for the five pro-
file measurement locations of X ¼ 0:033, X ¼ 0:2, X ¼ 0:5,
X ¼ 0:63 and X ¼ 0:983, respectively. The values indicate
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Table 3
Constants of the correlation equations for induced flow rate and average
heat transfer

Model/Exp. n P m C

Exp. 0.36 �0.54 N/A N/A
Al Azzawi [2] N/A N/A 0.63 0.26
TH 0.47 �0.56 1.01 0.24
DA 0.48 �0.56 0.56 0.28

0.00001
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Ref. [35]

Fig. 9. Dimensionless induced flow rate as function of Ra(b/H).
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that velocity fluctuations in cross-stream direction are con-
siderably large near the channel inlet. However, they
appear to reduce downstream until the mid-height of the
channel and then start to increase downstream. Experimen-
tal and numerical profiles of turbulent kinetic energy are
presented in Figs. 7 and 8 for the TH and DA models,
respectively. Although not given here, the model of LB
produced similar results to DA model. Experimental turbu-
lent kinetic energy profile at the first elevation is in a mag-
nitude comparable to that at the mid-height of the channel,
but skewed towards front wall. At the second elevation,
X ¼ 0:2 the profile becomes almost uniform and it is
reduced in magnitude suggesting laminarisation. At the
mid-height, X ¼ 0:5, the profile is almost mirror image of
that at X ¼ 0:03. At the uppermost elevation, turbulent
kinetic energy profile becomes almost symmetric resem-
bling to that of developed turbulence, with an increased
magnitude compared to the other profiles. Both of the
models fail to capture turbulent kinetic energy profiles,
except for the elevation of X ¼ 0:2. Overall, TH LRN
k–e model performs better, especially at the uppermost
elevation.
4.4. Correlating equations for heat transfer and induced

flow rates

The dimensionless parameters used in presentation of
the numerical and experimental results are defined as
follows. Dimensionless numbers of Reynolds, Grashof,
Rayleigh and Nusselt are given by Eqs. (15)–(18).

Re ¼ �u0;aveb
m

ð15Þ

Gr ¼ gbðT w;h � T 0Þb3

m2
ð16Þ

Ra ¼ GrPr ð17Þ

Nu ¼ qcb
ðT w;h � T 0Þk

¼ hb
k

ð18Þ

Correlating equations were obtained for the average
dimensionless heat transfer and induced mass flow rates
in the form of Eqs. (19) and (20) from the experimental
and numerical results. The constants of equations are listed
in Table 3.

Re=Gr ¼ nðRaðb=HÞÞp ð19Þ
Nu ¼ mðRaðb=HÞÞc ð20Þ

Induced flow rate correlations are presented graphically in
Fig. 9. As seen from the figure, both numerical and exper-
imental values collapse almost on the same line. Induced
flow rate correlation given in Ref. [35] is also plotted on
the same diagram. It correlates numerical solution with
zero turbulence intensity at the channel inlet. At lower
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range of Ra(b/H), the numerical Re/Gr graphs of the cur-
rent study intersect with the graph produced from the cor-
relation given by Ref. [35] somewhere between the values of
6500 and 7500 of Ra(b/h). This may imply change of flow
from laminar to turbulent within this range of Ra(b/h).
However, this is just an implication rather than a proven
fact. Furthermore, the authors neither have experimental
data in that range, nor they came across with any criterion
or experimental data in the literature, except the experi-
mental study by Al Azzawi [2], regarding the range of
Ra(b/h) for transition from laminar to turbulent of natural
convection channel flow under consideration to unques-
tionably substantiate or disprove the abovementioned
implication. Actually, the good agreement of experimental
results by Al Azzawi [2] and the results of the numerical
solutions of the present study using the turbulence model
by Davidson [38,39] given in Fig. 10 considering heat trans-
fer weakens the implication of flow regime change.

The correlations of average heat transfer of current
study are depicted in Fig. 10 comparing with the experi-
mental correlation of Al Azzawi [2] and the correlation
given by Fedorov and Viskanta [35] obtained form numer-
ical results with 20% turbulence intensity at the channel
inlet. The experimental results of this study and the exper-
imental results of Al Azzawi [2] agree perfectly in terms of
trend, but with some discrepancy. Since this study and Ref.
[2] are carried out using nearly identical channels, the dif-
ference between the values can be attributed to the fact that
the channel used by Al Azzawi [2] had been fitted with a
diffuser at the inlet to minimise disturbances. The numeri-
cal results obtained using DA model follow up the trend of
experimental studies fairly well matching the experimental
results of current study perfectly within the uncertainty of
experimental results. The TH model overestimates average
heat transfer in the complete Ra(b/H) range of this study.
The correlation given by Fedorov and Viskanta [35] agrees
well with the experimental results of this study, However,
it slightly overestimates heat transfer at lower range of
Ra(b/H) and under estimates at higher range. The correlat-
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Fig. 10. Dimensionless heat transfer as function of Ra(b/H).
ing equations presented for heat transfer and induced flow
rate should be used within the Ra(b/H) range of 105 and
106 since present study does not have any experimental
data available outside this range.

5. Conclusions

Although laminar natural convection in vertical paral-
lel-plate channel has been extensively studied concerning
many aspects of the problem for several decades, the liter-
ature survey indicates the deficiency of experimental and
theoretical work on the turbulent natural convection in
vertical parallel-plate channel. The majority of existing
experimental work considers uniform wall heat flux heat-
ing. The present study deals with investigation of turbulent
natural convection in vertical parallel-plate channel with
asymmetric heating, one wall is maintained at a uniform
temperature and the opposing wall is made of glass. The
study is carried out experimentally and numerically, using
LDA and CFD. Three different LRN k–e turbulence mod-
els are used in numerical calculations. Experimental and
numerical velocity and turbulent kinetic energy profiles
are presented along the channel at different elevations to
show the flow development. Correlation equations are
developed for average heat transfer and induced flow rate
using numerical results. The following conclusions can be
made form this study.

1. The experimental velocity profiles along the channel
indicate developing character of the flow and is an
important contribution to the understanding of turbu-
lent flows in vertical parallel-plate channels.

2. Turbulent kinetic energy profiles clearly show that near
the outlet fully turbulent flow is attained.

3. The experimentally determined average heat transfer
data of this study have an excellent qualitative agree-
ment with that of Al Azzawi [2]. The quantitative dis-
crepancy may be attributed to the channel inlet
geometry.

4. The numerical method along with the LRN k–e turbu-
lence models considered in this study are capable of pre-
dicting average heat transfer and induced flow rate
almost within the limits of experimental uncertainty.
The value and distribution of turbulent kinetic energy
at the inlet effect predicted heat transfer and induced
flow rate considerably.

5. Non of the three LRN k–e turbulence models can be sin-
gled out as the best model for use in the present prob-
lem. Although the DA model predicts average heat
transfer excellently, it cannot capture the profiles well
enough qualitatively where TH model performs best.

6. Correlating equations are developed for average Nusselt
and Reynolds numbers from the experimental and
numerical results in terms of dimensionless parameters.

7. Additional experimental data regarding flow and tem-
perature fields will contribute to the understanding of
the problem and to the validation and evaluation of
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numerical techniques. Experimental data, especially in
the range of Ra(b/h) below 105, would be very valuable
for the determination of transition range from laminar
to turbulent flow.
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